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We report an in situ method for three-dimensionally
resolved temperature measurement in microsystems. The
temperature of the surrounding fluid is correlated from
Brownian diffusion of suspended nanoparticles. We use
video-microscopy in combination with image analysis
software to selectively track nanoparticles in the focal
plane. This method is superior with regards to reproduc-
ibility and reduced systematic errors since measuring
Brownian diffusivity does not rely on fluorescence inten-
sity or lifetime of fluorophores. The efficacy of the method
is demonstrated by measuring spatial temperature pro-
files in various microfluidic devices that generate tem-
perature gradients and by comparing these results with
numerical simulations. We show that the method is
accurate and can be used to extract spatial temperature
variations in three dimensions. Compared to conventional
methods that require expensive multiphoton optical sec-
tioning setups, this technique is simple and inexpensive.
In addition, we demonstrate the capability of this method
as an in situ tool for simultaneously observing live cells
under the microscope and monitoring the local temper-
ature of the cell medium without biochemical interference,
which is crucial for quantitative studies of cells in microf-
luidic devices.

Recent developments in microsystems for chemical and
biological analysis offer significant advantages over conventional
methods, such as precise manipulation of samples and control of
microenvironment.'~* For many applications, the ability to control
and measure temperature inside microfluidic devices is critical
since temperature often affects biological or chemical processes.” !
For instance, precise temperature control over time and/or space
is essential for on-chip amplification of DNA sequences by
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Polymerase Chain Reaction (PCR).® In another case, a strong
temperature-dependence and stringent regulations of the embry-
onic development of Drosophila melanogaster was demonstrated
using a microfluidic device that generates a temperature dif-
ferential across the embryos.” Besides controlling biological
processes, temperature also plays a role in device functions.
Numerous studies have demonstrated the importance of temper-
ature effects in capillary electrophoresis systems.®**~!! For in-
stance, temperature gradients in electrophoresis capillaries have
long been understood to cause band spreading that reduces
separation efficiency.!* Thus, a reliable on-chip temperature
measurement method is essential to design and operate micro-
systems effectively.

To address this need, many temperature measurement meth-
ods in microsystems have been developed. The common solution
is to use microfabricated thermocouples for temperature measure-
ment in microfluidic devices.'?~'* However, this approach con-
strains the measurements to specific fixed positions in the
microdevices. As an alternative to microfabricated thermocouples,
spectroscopic methods can provide temperature measurements
with submicron spatial resolution by taking advantage of the
temperature dependence of material properties of chemicals.!>~2!
For example, thermochromic liquid crystals (TLC) have been
successfully used as thermal probes,'?2 but the high viscosity
of TLCs limits their applications.'® Fluorescent dyes are another
class of commonly used thermosensitive chemicals. Rhodamine-
B, for example, has been broadly used because high spatial- and
temporal-resolution can be achieved with fluorescence micros-
copy.'® However, these measurements are based on the magni-
tude of fluorescence intensity, which can often be affected by
environmental factors, such as uneven illumination from the light
source, adsorption of Rhodamine-B on polymer-based microfluidic
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chip material, and photobleaching.!” In particular, variations in
excitation and detection efficiencies across the microscope field
of view can hinder quantitative interpretation of the intensity data,
making these dyes unsuitable for accurate temperature measure-
ment without complicated calibration. To overcome some of the
shortcomings of the intensity-based temperature measurement,
ratiometric fluorescence techniques and fluorescence lifetime
imaging can be made since the readout signal is independent of
intensity.2%*! However, these techniques are often associated with
specialized and expensive equipment.

Another important drawback of these conventional techniques
is that the addition of the probes could perturb device function,'”**
or be potentially toxic to biological samples.?*?® It has been
reported that organic small-molecule fluorescent dyes commonly
used for temperature measurement can adsorb onto and diffuse
into walls of polymer microfluidic chips.'”?*?% In some instances,
the adsorption of the charged dyes may alter surface chemistry
of the microchannels, which results in unpredictable operation
of electroosmotically pumped flow and electrophoretic separa-
tions.'”?* Chemical probes have also been reported to be toxic
to biological samples.?** For example, Rhodamine-B inhibits the
proliferation of human lip fibroblasts significantly, even at con-
centrations lower than that generally used for temperature
measurements.?

The adsorption and toxicity of the thermosensitive chemicals
can sometimes be addressed by separating the probes from the
samples.'”** One approach is by using a thin PDMS membrane
saturated with Rhodamine-B dye and sandwiching it between two
glass substrates, thereby allowing temperature measurement in
the presence of biological samples.'” However, such temperature
measurements are indirect because of the non-negligible thickness
of the dye film and the glass substrate. Encapsulated beads of
thermochromic liquid crystals also can be used for temperature
measurements without altering the sample system.!® The main
drawback is that the encapsulated beads are typically tens of
micrometers in size and are therefore impractical for use in
micrometer-sized channel structures. As a result, in most studies
that apply these methods, temperature profiles in microfluidic
devices have been characterized without the actual devices in
operation or without the presence of biological samples.

However, the presence of samples and the operation of
integrated functional components can actually generate local
temperature changes.?”?® For example, it was found that the
position and orientation of a Drosophila embryo affects the
temperature distribution in a microfluidic device that was designed
to generate temperature differential around the embryo.?” In
another example, dielectrophoretic cell separation causes Joule
heating around electrodes and thus increases the local tempera-
ture, especially along the vertical dimension, which can lead to
hyperthermic cell damage.?® Therefore, to optimize the design
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and the operation of microsystems effectively, it would be
desirable to characterize temperature while the device is in
operation without introducing artifacts to the measurements or
toxicity to the samples.

To address this need, we present in this work a novel three-
dimensional (3-D) in situ temperature measurement method using
the Brownian motion of nanoparticles with a simple and inexpen-
sive videomicroscopy setup. This technique takes advantage of
the well-defined temperature dependence of the Brownian motion
of nanoparticles,?*° and offers several benefits over existing
methodologies. First, tracking the Brownian motion of nanopar-
ticles is independent of fluorophore intensity; therefore, it is
superior in reproducibility and has reduced systematic error.
Second, three-dimensionally resolved temperature measurements
can be achieved without using an expensive multiple-photon
scanning setup. Lastly, tracer particles can be selected or modified
to be chemically inert and non-toxic to biological samples and
therefore can be used for in situ temperature measurement during
device operation.

EXPERIMENTAL METHOD AND MATERIALS

Fabrication of Polydimethylsiloxane (PDMS) Devices. The
microfluidic devices were fabricated using multilayer soft lithog-
raphy.?! Negative molds were fabricated by UV photolithographic
processes using a negative photoresist (SU8-2050, Microchem,
Newton, MA). Patterned wafers were then treated with tridecaf-
luoro-1,1,2,2-tetrahydrooctyl-1-trichlorosilane vapor (United Chemi-
cal Technologies, Bristol, PA) in a vacuum desiccator to prevent
adhesion of PDMS (Sylgard 184, Dow Corning, Midland, MI)
before the molding process. For all PDMS fabrication processes,
a PDMS mixture of A and B in 5:1 ratio was used to minimize
deformation of the PDMS structures while in device operation.
For single-layer devices, a PDMS mixture was poured onto the
mold to obtain a 5 mm thick layer and then fully cured at 70 °C
for 2 h. In the case of two-layer devices, a PDMS mixture was
spin-coated on the sample channel mold to give a 100 um-thick
layer, which resulted in a 30 um-thick PDMS membrane on top
of the sample channel. The same ratio of PDMS was poured onto
the wafer mold for temperature-control channels to obtain a 5 mm
thick mold. Each layer was partially cured at 70 °C for 5 min
(sample channel mold) or 20 min (mold for temperature control
channel). The thick control layer was then peeled off from the
mold and bonded to the sample-channel layer. The assembled
layers were then fully cured at 70 °C for 2 h. After holes were
punched, the PDMS devices were bonded onto either the cover
glass or the slide glass depending on the application. In general,
the devices in this study include several parallel channels: one
channel for the sample and one or two channels for temperature
control. The sample channel and the temperature control channels
are either within the same layer or in different layers depending
on required temperature gradient profiles.

Microfluidic System Operation and Particle Tracking. We
used 250 nm radius carboxylate-modified polystyrene particles
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Figure 1. Tracking Brownian motion of nanoparticles correlating to temperature. (a—d) Raw and processed images of polystyrene fluorescent
particles (500 + 15 nm diameter) showing particle tracking algorithm: (a) Raw image showing in focus and out-of-focus particles. (b) Processed
image by the restoring algorithm showing significantly reduced random high/low frequency noise and out-of-focus fluorescence. (c) Processed
image showing the identified particle candidates (red). (d) Trajectories of the tracked particles for a duration of 49.5 s (1500 frames). (e) Comparison
of temperature data from particle tracking with simultaneously measured thermocouple temperature; the dotted line representing perfect agreement

between the two methods has a slope of 1.

(FluoSpheres, Invitrogen, Carlsbad, CA). Fluorescent particles
were suspended in either deionized (DI) water for calibration and
temperature mapping or in cell medium for in situ temperature
measurements. Before every experiment, the particle suspensions
were sonicated for ~30 min to break apart aggregates. After
sonication the particle suspension was introduced into the particle
channels, after which the in- and outlets of the particle channels
were sealed with solid metal pins to eliminate fluid convection.
To create temperature gradients in the devices, hot and cold fluids
were first generated by flowing DI water (for the hot fluid) and
30 wt % sodium chloride solution (for the cold fluid) off-chip
through temperature-controlled copper tubing and then introduced
into the temperature control channels via constant pressure-driven
flows. The temperature of the copper tubing was controlled using
a water bath for the hot fluid and a Peltier cooler for the cold
fluid. The flow rates of the hot and cold streams were set to be
high enough (typically 5—10 mL/min) so that the temperature
differences between inlet and outlet streams were less than 1 °C.

The Brownian motion of fluorescent nanoparticles in the
particle channels was monitored via optical microscope (Leica DM-
IRB) with a 63x air or 63x oil-immersion objective, and movies
were captured using a CCD camera (Cohu, Poway, CA) at 30
frame/s and a resolution of 640 x 480 pixels. Subsequently the
recorded movies were analyzed with software developed using
Interactive Data Language (ITT Visual Information Solutions,
Boulder, CO). Because Brownian motion leads to small particle
displacements on these timescales and is highly sensitive to
external vibrational noise, all experiments were performed on a
vibration-isolated optical table. After obtaining video images from
the CCD camera, we used a standard brightness-weighted centroid
method to identify the particle trajectories, which involves four
steps: restoring the image, locating possible particle centers,
refining particle positions/eliminating unwanted particles, and

linking particle positions into trajectories.*?® During the first step,
the original image is filtered via a spatial bandpass filter to remove
random high/low frequency noise. After this treatment, the image
consists of bright spots on a dark background as shown in Figure
1b. The brightness-weighted centroid algorithm is then used to
determine all local maxima regardless of whether they represent
a real particle or not (Figure 1c). After indentifying all local
maxima, cutoff criteria based on combinations of brightness and
geometry were applied, such as minimum brightness and aspect
ratio to remove aggregates, impurities, and out-of-focus particles.
In general, aggregates have high aspect ratio and impurities have
low brightness, while out-of-focus particles tend to be dimmer
compared to in-focus single particles. Lastly, we connect particle
positions into trajectories by comparing consecutive images
(Figure 1d). These methods enable determination of the location
of particles within 0.1 pixel accuracy; the conversion factor from
pixel-based length scales to micrometers depends on objective
magnification and CCD camera resolution.

Numerical Models for Heat Transfer. The simulations of
heat transport in the devices were performed using a commercial
finite element package COMSOL (Stockholm, Sweden). The
convection-conduction equation was used:

EOPT+pCyOT=0 @

where T[K] is temperature, C,[J-kg !-K!] is the heat capacity,
olkg m™3] is the density, v[m s™'] is the velocity vector, and
E[W m~! K™1] is the thermal conductivity.

The actual 3-D geometries of the devices including the PDMS
layers, the glass substrate, and air layer surrounding the devices
were constructed. To reduce the number of mesh elements, the
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thermal conductivity of the upper part of the PDMS and the actual
geometry were rescaled by the equation, Zppms/Lepuvs = & poms/
L'ppus. Heat capacities of 1100, 4180, 835, and 1006 were used
for PDMS, DI water, glass, and air, respectively. Densities of
1030, 1000, 2225, and 1.205 were used for PDMS, DI water,
glass, and air, respectively. Thermal conductivities of 0.17, 0.61,
1.4, and 0.025 were used for PDMS, DI water, glass, and air,
respectively.>+%

The surface temperatures of the temperature control channels
were set as an average of the inlet and outlet temperature of the
fluids measured experimentally with a thermocouple (HH202A,
Omega, Stamford, CT). In all experiments the temperature
difference between the inlet and the outlet was found to be less
than 1 °C because of the high flow rates (5—10 mL/min) and low
thermal conductivity of the PDMS. The temperature of the surface
of the cover glass was also set based on experimentally measured
values. The temperature was kept constant by air convection from
a heating fan.

Cell Culture. NIH/3T3 mouse embryonic fibroblasts (ATCC,
Manassas, VA) were cultured according to standard ATCC
protocols in Dulbecco’s modified Eagle’s medium (D-MEM with
4500 mg/L p-glucose, 1-glutamine, and no sodium pyruvate, Gibco
11965, Invitrogen, Carlsbad, CA) in 5% CO, and 37 °C. The
D-MEM was supplemented with 10% v/v bovine calf serum
(HyClone, SH30073, Logan, UT) and 1% v/v antibiotic-antimy-
cotic solution (100 IU/mL penicillin and 100 ug/mL strepto-
mycin in 0.85% saline, Gibco 15240, Invitrogen, Carlsbad, CA).
Cells were detached from their culture dish using trypsin-EDTA
solution (0.05% trypsin and 0.2 g/L EDTA, Gibco 25300,
Invitrogen, Carlshad, CA). Once the cells are detached, excess
D-MEM was added, and the suspension was centrifuged. The
supernatant was then aspirated, and the cells were resuspended
in fresh D-MEM to yield a density of ~1 x 10° cells/mL.

In Situ Temperature Measurements in the Presence of
Living Cells. The experiment was performed using a PDMS
microfluidic device bonded to a glass cover slip (as described
earlier). To facilitate cell adhesion to the glass surface, the device
was incubated with human plasma fibronectin (Gibco 33016,
Invitrogen, Carlshad, CA) in phosphate-buffered saline (PBS) at
a concentration of 2 ug/mL for 30 min at room temperature. The
cells were then seeded inside the device, flow was stopped, and
the device was placed in an incubator (5% CO, and 37 °C) for
3 h to allow cell adhesion and spreading.

After incubation, the device was mounted onto the microscope
stage, and images of the cells were captured (63x oil-immersion
objective) to record cell morphology. The temperature was
maintained at approximately 37 °C by warm air convection
(heating fan) and monitored by a thermocouple attached to the
surface of the cover glass adjacent to the PDMS device. A
suspension of fluorescent nanoparticles (0.02% w/v in D-MEM)
was then introduced into the device, and the particles were tracked
(10 s movies at 30 fps) in a focal plane 25 um above the glass
surface. Tracking was performed in both fluorescent and DIC
modes at two temperatures, ~37 °C and ~30 °C, as measured by
the thermocouple.
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RESULTS AND DISCUSSION

Brownian Motion of Nanoparticles Correlating to Tem-
perature. The Brownian motion of nanoparticles suspended in a
liquid is a result of random collisions by the constituent molecules.
The random particle displacement can be quantified through the
mean square displacement (MSD), a statistical measure of particle
mobility that is related to diffusivity via the following equation:

Z (A + Ay + AZD)
2 1=

o 0= " =6DAt V)

where D is the diffusivity of particles and Az is the observation
time interval of each incremental 3-D displacement (Ax, Ay, Az).
Equation 2 assumes that the diffusion is isotropic and that there
is no convective transport. The diffusivity of particles can be
described by the Stokes—Einstein equation:

dkgT
= ®)
67 (T) 7,
where d is dimensionality, «p is the Boltzmann constant, T is
the absolute temperature of the fluid, 7, is the particle radius,
and 7 (7) is the viscosity of the fluid, which is generally a
function of temperature.®® Consequently, eqs 2 and 3 can be
combined to express the MSD as a function of temperature:

dkgT

7 0= —m/ @) rpAT

@

Therefore, by measuring the MSD of the suspended particle of
known sizes, the surrounding liquid temperature can be easily
determined.

To measure the MSD of individual nanoparticles, about 10 s
of movie of suspended particles were taken at 30 frames per
second, a representative frame of which is shown in Figure 1a,
and processed using the modified particle tracking software
(Figure 1b—d).*? As described in the Experimental Method and
Materials section, the software applies four analysis routines:
restoring images (Figure 1b), locating possible particle candidates
(Figure 1c), eliminating unwanted particles, and linking the time-
resolved locations into trajectories (Figure 1d) to calculate the
MSD.

We measured the MSD of the nanoparticles for temperature
ranging from 1 to 50 °C. The calculated temperature shows
excellent agreement with the corresponding temperature mea-
sured by a thermocouple (Figure le), which is consistent with
previously published data.?**° As shown in Figure le, when using
500 nm (+15 nm) particles, this method provides an overall
accuracy of temperature measurement of less than 1 °C.

The advantage of temperature measurements using the MSD
is that the accuracy is not affected by spatial variations in excitation
illumination and detection efficiency. The reason is that, as
described in the Experimental Method and Materials section,
particle tracking microscopy uses intensity contrast between
particles and local background to locate the center of particles
and does not rely on quantitative analysis of fluorescence intensity,
thus avoiding problems associated with photobleaching. More-
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Figure 2. Mechanism of 3-D temperature mapping using Brownian motion of nanoparticles. (a) Schematic of a sample slide for determining
spatial resolution in the axial dimension. (b) Percentage of particles identified by the software algorithm as a function of distance from the center
of particles. Z-stacks with a 50 nm step size were acquired and processed. (c) The distribution of tracking time of the particles in the case when
500 nm diameter particles were imaged with 63x air objective. (d) Corresponding MSD of the 500 nm particles as a function of the tracking time

at 25 °C.

over, the methodology is not limited to the fluorescence mode; it
can equally well be used for images obtained in the differential
interference contrast (DIC) mode. The calibration experiments
thus show that this method provides accurate absolute temper-
ature measurements with excellent robustness, independent of
experimental conditions.

Mechanism of 3-D Temperature Mapping. Previously
Benninger et al. described a spectroscopic method using temper-
ature sensitive chemicals to map 3-D temperature profiles.?’
Although elegant, this method requires a multiphoton optical
sectioning setup to provide 3-D data stacks and also to eliminate
out-of-plane fluorescence that could skew the observed temper-
ature distributions. While this method offers high resolution and
accuracy, microscopes with the multiphoton optical sectioning
setup are at least an order of magnitude more expensive than
conventional microscopes. In contrast, we provide a method for
3-D temperature mapping with a simple and inexpensive video-
microscopy setup. This can be achieved by using the software
algorithm that distinguishes in-focus particles in a dense particle
suspension despite the presence of significant out-of-focus fluo-
rescence. By selectively tracking the in-focus particles, the

temperature of a focal plane can be measured. Therefore, 3-D
temperature maps can be obtained by measuring temperature
from a series of images at different focal planes.

In this method, the vertical resolution of each temperature
measurement depends upon the tracking depth, which is defined
as the distance above and below the measurement focal plane,
outside of which particles cannot be tracked by the software
algorithm. The tracking depth depends on particle size and
microscope optics. To experimentally determine the tracking
depth, a sample specimen with a single layer of particles was
prepared (Figure 2a), and a series of images at different focal
planes with a 50 nm step size were acquired from the center (z =
0 in Figure 2a) of particles in the vertical direction. Figure 2b
shows the percentage of particles the algorithm can identify as a
function of vertical distance above the particle layer. For example,
with 200 nm particles and a 100x oil objective, the tracking depth
is found to be 0.4 um above and below the focal plane, which
corresponds to a minimum vertical measurement resolution of
0.8 um.

The small tracking depth not only enables temperature
measurement in the vertical direction but also allows two-

Analytical Chemistry, Vol. 81, No. 3, February 1, 2009 995



a) : b) c) 15 20 25°C
Cooling Heating
channel channel -
N : 3 PDMS :
Codling o P
channel Particle channel O
e E Heating °
Particle 3 B annel 2
channel : 5}
i £
=
(]
'_
PDMS wall
¢ NG 4
| X 200 ym -
d) 15 20 25°C e) 15 20 25°C )
E 0 |
24
e ° ry
=5
© g g 20
g = g i
2 15 E - E 181 ¢ Measured value
* % = 60 80 s — Model
y S b %9 20 40 60
(tamyy 070 % () x (im)

Figure 3. 2-D temperature mapping. (a) Optical micrograph of the microdevice fabricated using soft lithography. The temperature control
channels colored with red (hot stream) and blue (cold stream) were 200 um x 80 um (width x height), and the tracer particle loading channel
colored with yellow was 60 um x 80 um (width x height). The temperature distribution in the detection zone was generated by flowing two
streams with controlled temperatures through the temperature control channels. (b) Schematic of cross-sectional view. (c, d) False-color images
of measured temperature distribution: (c) with no imposed temperature gradient at room temperature, and (d) in the presence of temperature
gradient. Hot stream, ~35 °C; cold stream, ~5 °C. (e) Corresponding numerical simulation. (f) Horizontal temperature line profile at height of
40 um across the particle loading channel. Black circles, measured values; blue line, numerical prediction.

dimensional (2-D, x and y) temperature mapping in a focal plane. suspension. We first measured the temperature distribution at
This is possible because the 3-D random motions of nanoparticles room temperature with no imposed temperature gradient. Figure
cause them to move in and out of the tracking range, thereby 3c shows a false-color image of measured temperature distribution.
limiting the length of time during which each particle can be The standard deviation of temperature is 0.62 °C, which is small
tracked. The MSD value associated with the trajectory of the and gives an indication of the temperature resolution one can get
particle can be assigned to the location of the center of mass of with our technique.
the tractory. In this scenario, the MSD value associated with the We then created a temperature gradient across the particle
trajectory corresponds to the x and y resolution of the measure- filled channel by flowing a cold stream of ~5 °C and a hot stream
ment. As an example, using 500 nm particles with a 63x air of ~35 °C through the parallel side channels (Figure 3a,b). Figure
objective (Figure 2c), the tracking time of 99% of particles was 3d illustrates the measured temperature distribution in the
less than 0.7 s at room temperature. The corresponding MSD of presence of a temperature gradient, with Figure 3e showing the
the particles was less than 3 um? (Figure 2d). Therefore, the results of the corresponding numerical simulation. As expected,
temperature calculated from each MSD represents a local value both the experimental data and the numerical simulation dem-
defined by the distance explored by the particle, 1.7 um. These onstrate that temperature increases as a linear function of distance
results show that the spatial resolution of our simple videomi- from the cooling side to the heating side with a rise in fluid
croscopy method is as low as 1~2 um in all dimensions. Therefore, temperature of ~ 6 °C. This temperature gradient is quantified
3-D temperature mapping can be achieved without using mul- in Figure 3f, for which the horizontal (r+-direction) temperature
tiphoton optical scanning. profile at height of 40 um (center of the channel in the z-direction)
2-D Temperature Mapping. In some microfluidic applica- was read. The observed temperature gradient corresponds well
tions, spatial temperature gradients in a microscale channel are with the numerical simulation, typically within 1 °C. Discrepancies
desired to study temperature-sensitive biological phenomena, such between the predicted temperature and the measured temperature
as the rate of cell division.” To demonstrate the capability of our are in part due to slight geometric inconsistencies between the
method to measure spatial variations of temperature in such actual microfabricated channels and the one used in the numerical
systems, we performed temperature measurements in a microf- simulation. In addition, during operation of the device, we
luidic device that was specifically designed to generate a temper- observed that flowing pressurized streams slightly deformed the
ature gradient. Two parallel temperature control channels (Figure thin PDMS wall between the heating/cooling channels and the
3a,b) sandwich a middle channel that is filled with particle particle loading channel, which was not taken into account in
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the numerical simulation. Additionally, uncertainties in the thermal
properties of PDMS and the surrounding boundary temperatures
may contribute to the discrepancies.>*¢

In these experiments, we demonstrated that tracking individual
particles enables spatially resolved temperature measurement in
the horizontal direction with a resolution of ~12 um. We note
that, although the theoretical optical resolution for our 63x
objective is less than 2 um, to reduce experimental uncertainty
we needed to discretize the field of view as shown Figure 3c—e
so that each domain contains more trajectories of particles to
increase the number of data points. This resolution can be easily
improved by using higher magnification objectives, higher speed
cameras, particle suspensions of higher concentration, and/or 3-D
particle tracking.®®

3-D Temperature Mapping. Many microfluidic systems are
multifunctional and highly integrated. This functional requirement
results in increased complexity of microchannel networks and
often requires 3-D layering of the components.>*® For example,
microfabricated electrodes for DEP are normally fabricated on a
dielectric substrate (such as glass), and Joule heating caused by
the operation of electrodes could generate temperature gradients
along the horizontal and the vertical direction inside the channel.?®
To demonstrate the potential application of our thermometric
method in the vertical direction (z-axis), we measured the
temperature distribution in a multilayered microfluidic device that
generates a temperature gradient perpendicular to the glass
substrate. Panels a and b of Figure 4 illustrate the geometry of
the multilayer PDMS device. The temperature gradient was
created by flowing coolant at —8 °C through the temperature
control channel in the top layer. Air-filled channels were placed
parallel to the particle loaded channel for insulation to minimize
temperature gradients in the horizontal direction. The surface
temperature of the cover glass was controlled by warm air from
a heating fan and measured to be 30 °C. We obtained a z-stack of
movies of nanoparticles with a step size of 12 um and processed
these movies with the image analysis algorithm to achieve optical
sectioning.

Figure 4c shows the experimentally measured and numerically
predicted temperature profiles in the channel as a function of z,
the height above the glass surface. The observed temperature
variation was consistent with the numerical modeling. Although
the PDMS membrane between the coolant channel and the
particle channel is relatively thin (~40 um) compared to the height
of the channel and the thickness of the coverglass, a large
temperature increase of ~12 °C occurred in the membrane as
expected because of the inherently low thermal conductivity of
PDMS (0.17 W/mK). Because polymeric materials including
PDMS have been broadly used for devices that control temper-
ature in microchannels,>*” the low thermal conductivity of the
polymeric materials must be taken into account in device design.

In Situ Temperature Measurements in the Presence of
Living Cells. In situ temperature measurements via nanoparticle
tracking were performed in the presence of living cells to test
the robustness and compatibility of the measurement method in
biological experiments. NIH/3T3 fibroblasts were seeded onto
the glass surface inside a microchannel in a PDMS device that

(36) McDonald, J. C.; Whitesides, G. M. Acc. Chem. Res. 2002, 35, 491-499.
(37) Mao, H. B.; Yang, T. L.; Cremer, P. S. J. Am. Chem. Soc. 2002, 124, 4432—
4435.
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Figure 4. 3-D temperature mapping. (a) Optical micrograph of the
microdevice fabricated using multilayer soft lithography: yellow,
temperature control channel; red, particle loading channel. (b)
Schematic of cross-sectional view. (c) Comparison between experi-
mentally measured and numerically predicted temperature profiles
as a function of height in the particle loading channel showing good
agreement. Black circles, measured values; the blue line, numerical
prediction.

was pre-incubated with 2 wg/mL fibronectin. A 0.02% w/v
suspension of nanoparticles in D-MEM was introduced into the
device, and the MSD of the particles was measured in two different
microscopy modes (fluorescence and DIC) at two temperatures.
MSD measurements (representative images shown in Figure 5)
and measured viscosity data of D-MEM (data not shown) were
then used to calculate the corresponding temperatures on chip.

Temperatures calculated from in situ MSD measurements
agreed well with those reported by the thermocouple, demonstrat-
ing the ability of the in situ method to function in the presence of
adherent cells. Under heated conditions (from the heating fan),
in situ measurements yielded a temperature of 37.9 + 0.8 °C, and
36.7 = 1.9 °C in fluorescent and DIC modes, respectively (see
Figure 5). The thermocouple, placed on the surface of the glass
substrate outside the PDMS device, measured 39.0 °C. At a lower
temperature, the in situ measurements yielded temperatures of
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Figure 5. In situ temperature measurement in the presence of biological samples. (a, b) Images in DIC mode, showing a NIH/3T3 cell and
tracer particles in the chip. Focal plane of measurement is located 15 um above the glass surface; white circles indicate representative particles
in the focal plane while red circles indicate representative particles out of the focal plane. Temperature of the chip was controlled by convection
(heating fan), and near-cell temperature was measured using the presented method in both fluorescent mode and DIC mode. (a) At ~37 °C
(Fluorescent mode: 37.93 & 0.77 °C, DIC mode: 36.70 + 1.86 °C). (b) At ~29 °C (Fluorescent mode: 29.12 + 0.84 °C, DIC mode: 29.68 + 0.99
°C). The fully spread morphology at ~37 °C (pointed, triangular) changes to a contracted morphology at ~29 °C, which is expected of this
adherent cell line. (c, d) Overlay of the cell images of (a,b) and the processed images showing trajectories of particles at ~29 °C in (c) fluorescent

mode and (d) DIC mode.

29.1 + 0.8 °C and 29.7 + 1.0 °C, in fluorescence and DIC modes,
respectively. In that case, the thermocouple read a temperature
of 28.5 °C. The differences between the in situ and thermocouple
measurements can be attributed to the location of the thermo-
couple relative to the microchannel and the direction of convective
heating from the fan. Since the heating fan was blowing down
from above the device, the thermocouple was directly exposed
to the air current, while the microchannel was shielded by the 5
mm-thick PDMS layer and faced the cooler underside of the
device. Therefore, a slightly higher temperature at the thermo-
couple is expected under heated conditions.

The introduction of nanoparticles into the medium sur-
rounding cells did not cause an observable change in cell
morphology for at least 3 h. This observation suggests that
the nanoparticles do not affect cell viability, at least in the short
term. Since in situ temperature measurements can be per-
formed in as little as 10 s, it is very easy and practical to
introduce the particles, perform experiments, and replace the
medium to remove the particles before the particles interact
with cells. An advantage of the in situ measurement technique
shown here is that it works not only in fluorescence but also
in a transmitted light mode (DIC, in this case). Cellular features
and outlines can be seen in the background of each image when
operating with transmitted light, but such background images
did not interfere with MSD measurements (Figure 5c,d). This
feature makes it possible to monitor cells while tracking the
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temperature, which opens new possibilities to study tempera-
ture-dependent cell responses, such as morphological changes
in cell injury induced by temperature shifts,**3° immunological
response of cells after local hyperthermia,*® and cell signaling
under cold stresses.*! In addition, the transmitted light mode
does not suffer from potential photobleaching, which makes

the technique more widely applicable.

CONCLUSIONS

In this work, we have demonstrated for the first time that
tracking Brownian motion of nanoparticles can be used for 3-D
in situ thermometry in microfluidic devices. In contrast to
fluorescence intensity measurement techniques, particle track-
ing is independent of fluorescent intensity. In particular, the
use this methodology in combination with DIC mode micros-
copy completely eliminates photobleaching-related problems.
Thus, this method offers accurate temperature measurements
with superior reproducibility and reduced systematic error.
Another notable advantage of this method is that it provides
3-D temperature mapping without using an expensive multiple-

(38) Liepins, A.; Bustamante, J. O. Scanning Microsc. 1994, 8, 631-643.

(39) Davidson, ]J. F.; Whyte, B.; Bissinger, P. H.; Schiestl, R. H. Proc. Natl. Acad.
Sci. U.S.A. 1996, 93, 5116-5121.

(40) Kubes, J.; Svoboda, J.; Rosina, J.; Starec, M.; Fiserova, A. Physiol. Res. 2008,
57, 459-465.

(41) Zhu, J. K. Curr. Opin. Plant Biol. 2001, 4, 401-406.



photon scanning setup. The use of a software algorithm and
the associated small tracking depth offer a spatial resolution
up to 1-2 um in the vertical direction. The most unique
advantage of this method over conventional methods is that
this method can be used for in situ temperature monitoring.
We also note that one potential drawback of our method is that
fluid must be stopped to track accurately Brownian motion of
particles. However, recent developments in particle tracking
technology have shown that Brownian motion of particles is
measurable in the presence of convection flow. Implementation
of these more advanced particle tracking algorithms will not
only enable temperature measurement in convection flow but

also broadens its application to the simultaneous measurement
of fluid temperature and velocity distributions.
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